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ABSTRACT 

 

 Language, ability to speak, write and communicate is one of the most 

fundamental aspects of human behaviour. As the study of human-languages 

developed the concept of communicating with non-human devices was 

investigated. This is the origin of natural language processing (NLP). Natural 

language processing (NLP) is a subfield of Artificial Intelligence and 

Computational Linguistics. It studies the problems of automated generation 

and understanding of natural human languages. A 'Natural Language' (NL) is 

any of the languages naturally used by humans. It is not an artificial or man-

made language such as a programming language. 'Natural language 

processing' (NLP) is a convenient description for all attempts to use 

computers to process natural language. The goal of the Natural Language 

Processing (NLP) group is to design and build software that will analyze, 

understand, and generate languages that humans use naturally, so that 

eventually you will be able to address your computer as though you were 

addressing another person. The last 50 years of research in the field of 

Natural Language Processing is that, various kinds of knowledge about the 

language can be extracted through the help of constructing the formal models 

or theories. The tools of work in NLP are grammar formalisms, algorithms 

and data structures, formalism for representing world knowledge, reasoning 

mechanisms. Many of these have been taken from and inherit results from 

Computer Science, Artificial Intelligence, Linguistics, Logic, and 

Philosophy.  

 Natural language communication with computers has long been a major goal 

of artificial intelligence, both for the information it can give about 

intelligence in general, and for practical utility. There are many applications 

of natural language processing developed over the years. They can be mainly 

divided into two parts, Dialogue based applications and Text-based 

http://en.wikipedia.org/wiki/Artificial_intelligence
http://en.wikipedia.org/wiki/Computational_linguistics
http://en.wikipedia.org/wiki/Natural_language
http://en.wikipedia.org/wiki/Artificial_intelligence
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applications. Some of the typical examples of Dialogue based applications 

are answering systems that can answer questions, services that can be 

provided over a telephone without an operator, teaching systems, voice 

controlled machines (that take instructions by speech) and general problem 

solving systems. Text based involves applications such as searching for a 

certain topic or a keyword in a data base, extracting information from a large 

document, translating one language to another or summarizing text for 

different purposes and transliterating one language to another. Transliteration 

is helpful for many applications, such as Machine Translation (MT), Cross 

Language Information Retrieval (CLIR) and Information Extraction (IE), etc. 

There are two directions of transliteration: forward and backward. Forward 

Transliteration is the representation of the glyphs of a source script by the 

glyphs of a target script. In our description, source script is Malayalam and 

target script is English. Backward Transliteration is the process whereby the 

glyphs of a target script are transliterated into those of the source script. 

First chapter is the introductory chapter of the thesis. It includes the major 

definitions, terms and algorithms. This chapter includes also the study of 

Natural language processing (NLP) as a subfield of Artificial Intelligence and 

Computational Linguistics. 

In the second  chapter of the thesis investigator presents the related literature 

survey in the topic of study. For collecting the literature effort has been taken 

to study the important text books and research papers containing 

terminology, definitions and algorithms.  

The third chapter  describes the details of  the procedures adopted for the 

study. The chapter is divided into the following sections: overview of the 

project, Creation of the database, steps for Forward Transliteration, steps for 

Backward Transliteration and Parsing Stream of Characters into Literals and 

algorithms for developing the dicode (both forward and backward ).   

http://en.wikipedia.org/wiki/Artificial_intelligence
http://en.wikipedia.org/wiki/Computational_linguistics
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In the fourth chapter  the investigator developed an algorithm for forward and 

backward transliteration, which is listed below. The algorithm for forward 

transliteration consists of mainly three steps. They are algorithm for isolating 

Malayalam words in to group of phonetic units, algorithms for Malayalam to 

HRR and algorithm for HRR to Destination Language English. The 

algorithm developed for backward transliteration consists of three steps 

namely; algorithm for Parsing Stream of Characters into Literals, algorithm 

for English to HRR and algorithm for HRR to Destination Language 

Malayalam.  This chapter also includes the study   of transliteration where  

we segment a Malayalam word into glyphs and then converted in to HRR of 

Malayalam based on the English transliteration of the Malayalam word. Then 

map these HRR to the corresponding English equivalent from the English 

dictionary. For backward transliteration, we segment a English word into 

glyphs and then converted in to HRR of English based on the Malayalam 

transliteration of the English world. Then map these HRR to the 

corresponding Malayalam equivalent from the Malayalam dictionary. The 

chapter also includes a graphical analysis of the algorithm. 

The fifth chapter discusses directions for further research in the selected 

topic.  In this chapter the investigator proposed and developed a  model for 

forward and backward transliterate glyphs from Malayalam to English and 

English to Malayalam. We use Hepburn Romanization Representation 

system as the basic platform in this model. Because of the similarities 

between phonetic units among Indian languages, the method proposed in this 

work can be enhanced for transliteration between any Indian language and 

English. Promising results of our experiments suggest our method will be 

helpful to several applications, such as MT, CLIR, IE, etc. There is scope for 

further research to include more sophisticated transliteration model allowing 

insertion and deletion, and thereby establishing a more powerful language 

model with larger context and better smoothing. Also more research on the 

noise robustness and analyzing the performance of the developed algorithm 
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under various training set and test set are left for further investigation. 

Investigator hope and expect that the algorithm and the method developed in 

the thesis may help the society, especially in government and non-

government offices in the near future for transliteration  of one language to 

another.  
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INTRODUCTION 

Language, ability to speak, write and communicate is one of the most 

fundamental aspects of human behaviour. As the study of human-languages 

developed the concept of communicating with non-human devices was 

investigated. This is the origin of natural language processing (NLP).Natural 

language processing (NLP) is a subfield of Artificial Intelligence and 

Computational Linguistics. It studies the problems of automated generation 

and understanding of natural human languages. A 'Natural Language' (NL) is 

any of the languages naturally used by humans. It is not an artificial or man-

made language such as a programming language. 'Natural language 

processing' (NLP) is a convenient description for all attempts to use 

computers to process natural language. The goal of the Natural Language 

Processing (NLP) group is to design and build software that will analyze, 

understand, and generate languages that humans use naturally, so that 

eventually you will be able to address your computer as though you were 

addressing another person. The last 50 years of research in the field of 

Natural Language Processing is that, various kinds of knowledge about the 

language can be extracted through the help of constructing the formal models 

or theories. The tools of work in NLP are grammar formalisms, algorithms 

and data structures, formalism for representing world knowledge, reasoning 

mechanisms. Many of these have been taken from and inherit results from 

Computer Science, Artificial Intelligence, Linguistics, Logic, and 

Philosophy.  

 Natural language communication with computers has long been a major goal 

of artificial intelligence, both for the information it can give about 

intelligence in general, and for practical utility. There are many applications 

of natural language processing developed over the years. They can be mainly 

divided into two parts; Dialogue based applications and Text-based 

applications. Some of the typical examples of Dialogue based applications 

http://en.wikipedia.org/wiki/Artificial_intelligence
http://en.wikipedia.org/wiki/Computational_linguistics
http://en.wikipedia.org/wiki/Natural_language
http://en.wikipedia.org/wiki/Artificial_intelligence


 8 

are answering systems that can answer questions, services that can be 

provided over a telephone without an operator, teaching systems, voice 

controlled machines (that take instructions by speech) and general problem 

solving systems. Text based involves applications such as searching for a 

certain topic or a keyword in a data base, extracting information from a large 

document, translating one language to another or summarizing text for 

different purposes and transliterating one language to another. Transliteration 

is helpful for many applications, such as Machine Translation (MT), Cross 

Language Information Retrieval (CLIR) and Information Extraction (IE), etc. 

There are two directions of transliteration: forward and backward.  

Forward Transliteration is the representation of the glyphs of a source script 

by the glyphs of a target script. In our description, source script is Malayalam 

and target script is English. Backward Transliteration is the process whereby 

the glyphs of a target script are transliterated into those of the source script. 

Here, English to Malayalam. In this work, the algorithm describes for 

Forward Transliteration will convert the given Malayalam text into Hepburn 

Romanization Representation symbols and transformation to English. For 

Backward Transliteration the algorithm describes to convert the English text 

in to Hepburn Romanization Representation symbols and transformation to 

Malayalam. The method proposed in this work can be enhanced for 

transliteration between any Indian language and English. This task made easy 

because of the similarities between phonetic units among Indian languages. 

There are a large number of peoples who cannot read script in other Indian 

languages than their mother tongue. In such a context, transliteration will 

help them to formulate a representation of words in one language using the 

alphabet of another language. Transliterated texts are often used in emails, 

blogs, and electronic correspondence. Transliteration is also used for simple 

encryption. The proposed project is severely practical one: civil servants, 

agriculturalists, administrators, businessmen, educationalists, industrialists 

and many others have to read documents and have to communicate in 

http://en.wikipedia.org/wiki/Encryption
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languages they do not know. Language transliteration/backward 

transliteration plays an important role in many multilingual speech and 

language applications. 

1.1 Language Transliteration 

There are two components for NLP, applied and theoretical. The applied 

component of NLP is more interested in the practical outcome of modeling 

human language use. The goal is to create software products that have 

knowledge of human language. The Language Transliteration of a text from 

one language to another language is one of such problem.  

Transliteration is the practice of transcribing a word or text written in one 

writing system into another writing system or system of rules for such 

practice. From a linguistic point of view, transliteration is a mapping from 

one system of writing into another, word by word, or ideally letter by letter. 

Transliteration attempts to be exact, so that an informed reader should be 

able to reconstruct the original spelling of unknown transliterated words. To 

achieve this objective, transliteration may define complex conventions for 

dealing with letters in a source script which do not correspond with letters in 

a goal script. 

Transliteration is the process of formulating a representation of words in one 

language using the alphabet of another language. This is also called cross 

language information retrieval (CLIR), in which query expressed in a source 

language is used to retrieve information represented in another target 

language.  Names of people, places, and companies etc., ie, proper nouns are 

by far the most frequent targets in queries. Contemporary dictionary-based 

translation techniques are ineffective for proper noun translation. New 

foreign names appear almost daily; and they become unregistered 

vocabulary in the dictionary. Unknown language seriously affects translation 

as well as retrieval of information. Transliterations can be bidirectional. 

http://en.wikipedia.org/wiki/Transcribing
http://en.wikipedia.org/wiki/Word
http://en.wikipedia.org/wiki/Writing_system
http://en.wikipedia.org/wiki/Linguistics
http://en.wikipedia.org/wiki/Map_(mathematics)
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Given a word pair (m, e) where ‗m‘ is the original word in one language and 

‗e‘ is the transliterated word of ‗m‘ in another language. Forward 

transliteration is the process of phonetic conversion of ‗m‘ to ‗e‘; and 

backward transliteration is generating possible candidates and determining 

correct ‗m‘ given ‗e‘. Transliteration systems are normally mapping of 

templates between the phonemes of target and source scripts. 

1.2 Transliteration, Translation and Transcription 

Transliteration is opposed to transcription, which specifically maps the 

sounds of one language to the best matching script of another language. Still, 

most systems of transliteration map the letters of the source script to letters 

pronounced similarly in the goal script, for some specific pair of source and 

goal language. If the relations between letters and sounds are similar in both 

languages, a transliteration may be (almost) the same as a transcription.  

Also, transliteration should not be confused with translation, which involves 

a change in language while preserving meaning. Transliteration performs a 

mapping from one alphabet into another. In a broader sense, the word 

transliteration is used to include both transliteration in the narrow sense and 

transcription. Anglicizing is a transcription method. Romanization 

encompasses several transliteration and transcription methods. 

1.3 Forward  and Backward Transliteration 

Forward / backward transliteration plays an important role in many 

multilingual speech and language applications. The phonetic translation from 

the native language to foreign language is defined as forward transliteration; 

conversely, the process of recalling a word in native language from a 

transliteration is defined as backward transliteration.  

http://en.wikipedia.org/wiki/Transcription_(linguistics)
http://en.wikipedia.org/wiki/Phone
http://en.wikipedia.org/wiki/Language
http://en.wikipedia.org/wiki/Translation
http://en.wikipedia.org/wiki/Meaning_(linguistic)
http://en.wikipedia.org/wiki/Anglicizing
http://en.wikipedia.org/wiki/Romanization
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Forward Transliteration is the transliteration of a foreign name (in the case of 

our proposed study, Malayalam) into English. Typically, there are several 

acceptable transliteration candidates. For example, the Malayalam word 

“^hlfktub”, might correctly be transliterated to ―prathikoolam‖. Backward 

Transliteration is the reverse transliteration process used to obtain the 

original form of an English name that has already been transliterated into the 

foreign language. In this case, English to Malayalam. For Example, the word 

―prathikoolam‖ be transliterated to “^hlfktub”. 

 

1.4 Objective of the proposed System 

 

In many natural language processing tasks, such as multilingual named entity 

and term processing, machine translation, corpus alignment, cross lingual 

information retrieval and automatic bilingual dictionary compilation, 

transliteration has become an indispensable component. Transliterations in 

the narrow sense are used in situations where the original script is not 

available to write down a word in that script, while still high precision is 

required. For example, traditional or cheap typesetting with a small character 

set; editions of old texts in scripts not used any more; some library 

catalogues. Transliteration in the broader sense is a necessary process when 

using words or concepts expressed in a language with a script other than 

one's own. Transliterating words and names from one language to another is 

a frequent and highly productive phenomenon. 

Transliteration is a useful tool for any student of a language that uses a 

different alphabet to the student‘s native language. So English speakers who 

are learning Russian or Greek will find they need to use transliteration. 

Travellers to tourist orientated parts of these countries will see signs in the 

English alphabet, which have also undergone transliteration. Transliteration 

helps a student to pronounce words that at first look impossible to pronounce 

because of the odd looking characters. It is not exactly the same as 
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transcription, where the sounds of the words are written down using the 

English alphabet, although commonly the term transliteration is used to 

describe both systems. 

For a new learner of a language, transliteration is vital. Without 

transliteration, new speakers would struggle to learn how words are to be 

pronounced. Even if their teacher taught them how to say all of the words 

they came across, they would be stuck when they read a new one because 

they would have no reference point for how the letters were supposed to 

sound. Transliteration can also be used for other uses apart from teaching 

languages. If someone wants to type a letter in Russian or Greek on an 

English keyboard, they may use transliteration. This way they will not have 

to press a complicated sequence of keys to get the Cyrillic or Greek alphabet. 

Transliteration is so useful to language learners that they would be lost 

without it. In fact, some people who are learning Mandarin Chinese for 

example, only ever learn Pinyin, which is the form of the language written in 

the Roman script. Although this is not the best way to be completely fluent, 

especially if you plan on ever reading or writing, it is a way of learning that 

will enable you to hold conversations and understand others without 

worrying about the complicated Mandarin script. And in countries like 

Greece, many road signs and other useful words are written in the 

transliterated text. This way, a tourist who does not speak Greek can at least 

say the word of the thing they are looking for, rather than having to point to it 

in a book. 

So-called ―transliteration‖ is to translate a word in one language into a word 

with a similar pronunciation in another language. For instance, a 

transliteration method is often used in translating a proper name. Previously, 

people usually use a bilingual lexicon to translate proper name. Such a 
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bilingual lexicon (e.g., a bilingual proper name lexicon) is compiled by 

linguists or specialists in related fields, which has very high accuracy.  

However, even a very large bilingual lexicon cannot cover the whole 

vocabulary, very often people would encounter a case in which a wanted 

word cannot be found in a lexicon. Furthermore, with the development of 

time and society, new words are emerging continuously, making the situation 

even worse. Therefore, for a long time, people need a method and apparatus 

for automatic transliteration to realize automatic transliteration between two 

languages. Such an automatic transliteration technology is also important to 

machine translation, cross language information retrieval and information 

extraction.  
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REVIEW OF RELATED LITERATURE 

 

The new research direction of Natural Language based knowledge 

representation and reasoning systems emerged over the past few years. It 

grew out of concerns over the efficient handling of large-scale, general-

purpose knowledge, reasoning, and the meaning of natural language. One 

motivation for this research was - and still is – the fact that a vast majority of 

knowledge representation and reasoning systems do not adequately reflect 

important characteristics of natural language and are representationally and 

inferentially impoverished relative to natural language. Over the course of a 

decade of research, and large scale development, Lucja M. Iwanska [16] 

reached that natural language is a powerful, general – purpose knowledge – 

representation system. He developed a formal, computational model, the 

UNO model of a natural language that closely simulates many of its uniquely 

advantageous representational and inferential characteristics. The UNO 

model is fully implemented as a large scale natural language processing 

system capable of processing knowledge from the real life corpora of 

thousands of textual documents in a number of domains.  

According to Akshar Bharati, Vineet Chaitanya and Rajive Sangal [2], the 

goal of Natural Language Processing is to build computational models of 

natural language for its analysis and generation. First, there is technological 

motivation of building intelligent computer systems such as machine 

translation systems, transliteration systems, natural language interfaces to 

databases, man-machine interfaces to computers in general, speech 

understanding systems, text analysis and understanding systems, computer 

aided instruction systems, systems that read and understand printed or 

handwritten text. Second, there is a cognitive and linguistic motivation to 

gain a better insight into how humans communicate using natural language 

(NL).  
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Keh-Yih [13] says in all the applications of NLP, language is serving a 

communicative function. For example, in natural language interfaces to 

databases, users communicate their information need by means of natural 

language query. In the context of machine translation and transliteration, the 

writer wants to convey something to his readers through text. This is not 

surprising because the primary function of natural language is 

communication. A consequence of the above is that NLP focuses on the 

study of language as a means of communication. The transliteration between 

two languages is considered to be one of the areas of interest for scholars 

working in the area of Natural Language processing.  

Number of Universities and colleges of national and international status have 

already implemented transliteration methods and investigations towards these 

directions are of great interest. National Institutes like IIT‘s, NIT‘s, 

Universities, Industries and other well-reputed institutes, are taken interest in 

this area of Natural language processing and Language Transliteration. 

      2.1 Natural Language Processing  

Akshar Bharati, Vineet Chaitanya and Rajive Sangal [2] gives some example 

applications of NLP. Computers have been widely used to store and manage 

large amounts of data. The data might pertain to railway reservation, library, 

banking, management information, and so on. Normally, to use these 

systems, specialized computer knowledge is necessary. The goal of natural 

language interfaces (NLI) is to remove this barrier. The user is expected to 

interact in natural language (by means of a keyboard and a screen). LIFER by 

Hendrix (1978) and INTELLECT by Harris (1977) were some of the early 

systems. 

Some general NL interfaces to computers have also been developed. UC, 

short for UNIX consultant, developed at Berkeley (Wilenskey, 1982) assists 

a new user to UNIX operating system. In case of a problem the user can seek 
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its assistance. It engages him/her in a dialogue and tries to tell him/her what 

to do. It uses scripts and knowledge about user‘s goals and plans. 

Several systems have been built as research vehicles in NLP which answer 

questions about a domain. LUNAR by Woods (1977) was an early system 

that answered questions about the moon rocks. It makes a sophisticated 

analysis of quantification in the NL sentences. 

There are question – answering systems which, given a story in a specified 

domain, answer questions about it; for example, about going to restaurants. 

Much of this work was carried out at Yale under Schank and Abelson (1977). 

They firmly established the need for domain knowledge, lots of it, for 

understanding. They also made interesting models of goals, intentions and 

plans among human beings. 

There has been much renewed interest in machine translation (MT) since the 

early 80s. There have been several large efforts: Eurotra for European 

languages, Mu for Japanese and English, KBMT between English and 

Japanese at Carnegie Mellon University, Anusaraka among Indian languages 

at IIT Kanpur, etc. 

Encarta uses Microsoft Research Group‘s [6] technology to retrieve answers 

to user questions; Intellishrink uses natural language technology to compress 

cellphone messages; Microsoft Product Support uses their machine 

translation software to translate the Microsoft Knowledge Base into other 

languages. 

 

2.2 Language Transliteration 

Transliteration is the writing or spelling of words or letters in another 

alphabet. Transliteration is the practice of transcribing a word or text written 

http://en.wikipedia.org/wiki/Transcribing
http://en.wikipedia.org/wiki/Word
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in one writing system into another writing system or system of rules for such 

practice. From a linguistic point of view, transliteration is a mapping from 

one system of writing into another, word by word, or ideally letter by letter. 

Transliteration attempts to be exact, so that an informed reader should be 

able to reconstruct the original spelling of unknown transliterated words. To 

achieve this objective, transliteration may define complex conventions for 

dealing with letters in a source script which do not correspond with letters in 

a goal script.  

The idea of transliteration is not new. For more than a century, printed books 

used a suitable transliteration scheme with Roman letters and diacritics to 

display text in Indian scripts.  Early attempts at using transliteration with 

computers started with TeX, where ASCII letters were used to specify the 

aksharas of Indian languages. TeX has the potential to display a nearly 

complete set of aksharas on account of its ability to deal with fonts which 

could in principle have as many as 250 Glyphs. 

Transliteration History  

1885 [See 32, 33, 34, 35] — The American Library Association [ALA] 

creates a system for representing Cyrillic characters. No diacritics are used. 

(e.g. zh, kh, tch, sh, shtch, ye [for jat], yu, ya) Reverse transliteration is not 

considered.  

1898 [See 29, 34, 35] — The Prussian Instructions (Preussische Instruktionen 

[PI]) are created, which use a system of transliteration based on the Croatian 

model (with diacritics).  

1905 [See 29, 30, 32, 33, 34, 35] — Library of Congress creates their system, 

which is virtually identical to what is used today.  

http://en.wikipedia.org/wiki/Writing_system
http://en.wikipedia.org/wiki/Linguistics
http://en.wikipedia.org/wiki/Map_(mathematics)
http://www.ala.org/
http://lcweb.loc.gov/catdir/cpso/roman.html
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1909 [ See 29,  30, 31, 32, 33, 34,35]— The ALA and British Library 

Association [BLA] allow for two systems, the ALA system and one based on 

Croatian.  

1917 [See 29, 30, 31, 32, 33, 34, 35] — The British Academy creates its own 

system. Like many other systems. It does not take into account reverse 

transliteration.  

 

1930s [See 29, 30, 31, 34, 35] — Central European and Scandinavian 

countries adopt the Prussian Instructions [PI]. This system was based on the 

Croatian model. Exceptions were made for German speaking countries, 

where "ch" was used instead of "h" for Cyrillic "x"  

In France the Bibliotheque Nationale adopts a purely phonetic rendering 

following French spelling conventions (transcription rather than 

transliteration).  

 

1953 [See 31, 32, 33, 34, 35] — The British Royal Society [BRS] creates 

another system, covering Russian, Serbian & Bulgarian (but not Ukrainian, 

Macedonian or Belorusian). It uses only two diacritical marks — for "?" and 

"?". It is closer to the LC system (minus many of the diacritics), but with "ya" 

and "yu" for "?" and "?"  

 

1954 [See 29, 35] — The International Organization for Standardization 

[ISO] creates IS0/R9. Based on Croatian, this transliteration system is very 

close to the PI system.  

 

1959 [ See 29, 30, 31]— The British Standards Institution [BS/BSI] rejects 

ISO/R9 (because of its reliance on multiple diacritics) and comes up with its 

own system: BS 2979. Very close to the British Royal Society system. (This 

system is used by Chemical Abstracts).  

 

http://www.la-hq.org.uk/
http://www.la-hq.org.uk/
http://www.britac.ac.uk/portal/
http://www.bnf.fr/
http://www.royalsoc.ac.uk/
http://www.iso.ch/iso/en/ISOOnline.frontpage
http://www.bsi-global.com/index.xalter
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1968 [See 29, 33, 34, 35] — ISO/R9:1968 is relaxed to allow for the ANSI 

and BS 2979 systems (in certain countries).  

 

1976 [See 29, 32, 33, 34] — The American National Standards Institute 

[ANSI] publishes their system, nearly identical to the BSI system.  

 

1995 [See 29, 30, 34, 35] — ISO/R9:1995 reverts to to its initial standards, 

doing away with allowing "ch" or "kh" for Cyrillic "x."  

 

During the past several years, different methods have been introduced to 

prepare Indian language documents by entering the text through specific 

transliteration schemes. Data entry through transliteration is quite close to 

phonetic mapping of Indian language characters to the letters of the Roman 

alphabet.  Notable among these methods are:  

 

The ITRANS [29] package developed by Avinash Chopde makes use of an 

approach for printing documents through LATEX. ITRANS now has the 

support for several Indian languages but the transliteration scheme is not 

uniform for all Indian languages. However it is a highly recommended 

package for printing documents. Substantial number of Sanskrit and Hindi 

documents  has been developed using ITRANS.  

 

The RIT [39] package developed by RamaRao Kanneganti and Ananda 

Kishore enabled to prepare Telugu text. RIT is not unlike ITRANS but offers 

greater flexibility during data entry. RIT also relies on LATEX to get an 

output. A large number of Telugu documents (Poetry and Texts) are available 

in RIT format. 

   

The ADAMI and ADHAWIN [35] packages of Dr. Srinivasan are 

exclusively for Tamil and are based on the principle of using TrueType fonts 

http://www.ansi.org/
http://www.iso.ch/iso/en/CatalogueDetailPage.CatalogueDetail?CSNUMBER=3589&ICS1=1&ICS2=140&ICS3=10
http://www.aczone.com/itrans/
http://sanskrit.gde.to/
http://sanskrit.gde.to/
http://www.teluguworld.net/RIT/rit.html
http://www.geocities.com/Athens/7444/
http://www.geocities.com/Athens/7444/
http://www.geocities.com/Athens/7444/
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to view documents under Windows or the Mac. They constituted one of the 

earliest approaches (1995) to dealing with Tamil text on a PC.  

 

The MYLAI [36] fonts software developed by Dr. Kalyana Sundaram of the 

Swiss Federal Institute of Technology, is again for use with TAMIL. Data 

entry for this scheme is based on Transliterated Tamil using Roman letters 

but the transliteration scheme is different from that of Adhawin.  

 

A review of the archives of Indian language documents on the net reveals 

several other schemes of Transliteration and fonts. The Indology [40] site in 

England has electronic texts of Sanskrit Documents prepared in CSX format, 

a special input method recommended in 1990 for Sanskrit data entry using a 

Dos feature called Code page switching.  

 

The Tamil archives of the Institute of Indology and Tamil Studies in 

Germany [41] (IITS) has an archive of texts of Tamil Sangam literature and 

many Sanskrit documents. These archives are based on the transliteration 

scheme recommended by the University of Madras, a fairly well known and 

accepted standard.  

 

The Mahabharata and Ramayana [36] texts have been prepared by Prof. 

Muneo Tokunaga  of Kyoto university in Japan and the massive amount of 

effort that has gone into preparing the archives deserves special mention as 

also the dedication and patience with which the project was undertaken and 

completed.   

 

Mehdi M. Kashani, Fred Popowich, School of Computing Science, Simon 

Fraser University & Fatiha, Sadat[ 21 ], National Research Council of 

Canada, provided a brief introduction to the transliteration problem, and 

highlighting some issues specific to Arabic to English translation, a three 

gopher://gopher.cc.columbia.edu:71/1ftp%3aftp.epfl.ch%40/pub/doc/tamil/
http://www.ucl.ac.uk/~ucgadkw/indology.html
http://www.uni-koeln.de/phil-fak/indologie/index.e.html
gopher://gopher.cc.columbia.edu:71/11/clioplus/scholarly/SouthAsia/Texts/Archives
ftp://ccftp.kyoto-su.ac.jp/pub/doc/sanskrit/
ftp://ccftp.kyoto-su.ac.jp/pub/doc/sanskrit/
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phase algorithm is introduced as a computational solution to the problem on 

their work titled ―THE CHALLENGE OF ARABIC FOR NLP/MT, Automatic 

Transliteration of Proper Nouns from Arabic to English‖. 

 

In ―Direct Orthographical Mapping for Machine Transliteration‖ paper, a 

novel framework for machine transliteration/back-transliteration that allows 

us to carry out direct orthographical mapping (DOM) between two different 

languages is presented by ZHANG Min, LI Haizhou, SU Jian 

[22,23,24],Institute for Infocomm Research 21 Heng Mui Keng Terrace, 

Singapore 11961. 

 

Guo Yuqing, Wang Haifeng, [18,24,25]Toshiba (China) Research and 

Development Center 5/F, Tower W2, Oriental Plaza, No.1, East Chang An 

Ave., Dong Cheng District Beijing, 100738,  addresses the problem of 

backward translating person name from Chinese to its English counterpart on 

their paper titled ―Chinese-to-English Backward Machine Transliteration‖. 

 

Om Transliteration mapping scheme [37, 38, and 42]: This transliteration 

scheme is designed as an improvement over the ITRANS scheme for typing 

Indian language characters using the standard keyboard. 

 

Varamozhi [42] is a set of software programs that enable your computer to 

read and write Malayalam. For writing these programs use transliteration: 

you can type in Manglish and you will see in real Malayalam. Transliteration 

scheme used by Varamozhi is called Mozhi. It uses a unique English 

character sequence for each Malayalam letter. 

2.3 Studies on Malayalam Language 

 

Malayalam is a Dravidian language closely related to Tamil [See 36, 37, 42], 

although it is more influenced by Sanskrit than the latter. Speakers of 

http://www.nvtc.gov/lotw/months/april/Tamil.html
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Malayalam are called Malayalis. It is estimated that the ancestral language 

that gave rise to both Tamil and Malayalam split sometime in the 9th century 

AD, giving rise to Malayalam as a language distinct from Tamil. The earliest 

writings in Malayalam are from the end of the 9th century, and the first 

literary text dates to 1125–1250 AD. The early literature of Malayalam 

included classical songs and poetry. Modern Malayalam literature is rich in 

poetry, fiction, drama, biography, and literary criticism. 

 

Malayalam is spoken by 35 million people primarily in the state of Kerala 

and in the Laccadive Islands in southern India. It is one of the 22 official 

languages of India. It is also spoken in Bahrain, Fiji, Israel, Malaysia, Qatar, 

Singapore, United Arab Emirates, and United Kingdom. Today, Malayalam 

is coming into its own as the language of administration and as the medium 

of instruction in schools and colleges. 

In the early thirteenth century /vattezhuthu/ (round writing) [See 9, 19, 37], 

traceable to the pan-Indian brahmi script, gave rise to the Malayalam writing 

system, which is syllabic in the sense that the sequence of graphic elements 

means that syllables have to be read as units, though in this system the 

elements representing individual vowels and consonants are for the most part 

readily identifiable. Malayalam now consists of 53 letters including 20 long 

and short vowels and the rest consonants. The earlier style of writing is now 

substituted with a new style from 1981. This new script reduces the different 

letters for typeset from 900 to less than 90. This was mainly done to include 

Malayalam in the keyboards of typewriters and computers.  

English stands only second to Sanskrit in its influence in Malayalam. 

Hundreds of individual lexical items and may idiomatic expressions in 

modern Malayalam are of English origin. As the language of administration 

and as the medium of instruction in schools and colleges, Malayalam is 

coming into its own. A scientific register in the language is slowly evolving.  

http://en.wikipedia.org/wiki/Kerala
http://en.wikipedia.org/wiki/Lakshadweep
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2.4 Malayalam Phonetics 

Phonetic characters are usually falls in the groups, Vowels, Consonants, 

Consonant Vowel units, conjunct consonants and Chillukal [See 9, 19, 28, 

36, and 42]. Table 2.4.1 to 2.4.8 mentioned combinations are the maximum 

possible elements. 

Table 2.4.1 

Vowels (V) which is a set at the most it consist of 15 elements. 

 

 

 

Table 2.4.2     

Consonants (C) 36 elements are there in this class. They are usually 

represented as /k//g//t/….. 

 

 

             

 

 

 

 

Table 2.4.3 

Conjunct Consonants, this is a combination of two consonant units. 

Maximum value of this set is 36*36=1296 but most of these combinations 

are absent, means few hundred combinations are commonly used. 

 

 

 

 

 

 

 

D   E   F   Fq   G   Gq   +  X  S   xX   Z   

Ze   Zq   Db  D% 

Vowels in Malayalam 

kd     Kd     i d     I d      *d 

Vd     Wd    pd      Pd       _d 

Bd       "d     [d     {d        Cd 

l d     Ld     od       Od        vd 

hd    Hd    yd      Yd         cd 

Qd     j d    ud       Jd 

Md    Td   m d   nd 

Ud    }d     Nd 

Consonants in Malayalam 

Ê     ¡     Ø    Ù    Ã Ð ù    ¿     Ü    Û    ¾  

º ×    Ñ     Ó    ú    Â  » ²     ë    û   Í   

â è  à     ç    ß    é     Î   ï  ¹   «    ¬ 

 

some examples for conjunct consonant in 

Malayalam 
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Table 2.4.4 

Chillukal‖ are special set of alphabets in Malayalam. This set consist 5 

letters. All other languages that have not ―chillukal‖ are filled with reliable 

alphabet with similar pronunciation. 

 

 

                        

 

 

 

 

Table 2.4.5 

Symbols in Malayalam. Each vowel has its own symbol representation. In 

addition to this, Malayalam has also some symbols with consonants. 

 

 

 

 

 

Table 2.4.6 

The table given below contains all the possible symbols in Malayalam with 

its corresponding vowel or the consonant units. Vowel and its symbol 

representation 

Ì     Å     &     À      Ï 

 

―Chillukal‖ in Malayalam 

e    f      r     g     t    =   x    s   q     

b    %     A      R     

^      xx 

 

Symbols in Malayalam 
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Here /C/ indicates the position of the consonant unit in the case of Consonant 

Vowel unit with Z and Ze, left and right side of the consonant unit contains 

the symbols. Malayalam has also some symbols for representing conjunct 

consonants; this will be used with consonant unit. Symbol used to 

representing Conjunct Consonant. 

Table 2.4.7 

 

 

                                      

Eg. 

kA -----> kd + Jd + D 

^k -----> kd + Nd + D 

kR -----> kd + Qd + D 

 

Also group these symbols by occurrence of the position of these symbols 

with consonant unit. That is, 

1. Pre Consonant symbols  

Vowel Symbol 

D  

E E 

F F 

Fq R 

G G 

Gq T 

+ = 

X X 

S S 

xX Xx 

Z 
x/C/e 

Ze 
s/C/e 

Zq Q 

Db B 

D% % 

A R ^ 

Jd Qd Nd 
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2. Post Consonant symbols 

3. Infix Consonant symbols 

In first group, Consonant unit preceded by the symbols. 

  Eg.    kae 

 

In second group, consonant unit succeeded by the symbol, ie, first symbol 

and then Consonant unit. 

  Eg.     xk  

Third group Consonant unit are in between the symbols. ie, left and right are 

symbols and Consonant are in the middle of the symbols. This will occur 

only for Consonant unit with Vowel Z  and Ze. 

  Eg. xke and  ske 

‗ R‗ and ‗ A‗ are Pre Consonant symbols and ‗ ^‗ is Post Consonant symbols.   

From the above discussed five groups of characters in Malayalam namely, 

Vowels, Consonants, Conjunct Consonants, Chillukal and Symbols, and in 

addition to these phonetic characters there are some special symbols in 

Malayalam. The combination of the Vowel units gives Consonant Vowel 

units but which are usually not connected with ―chandrakkala‖ instead of 

some special symbols can be used. 

Table 2.4.8 

Consonant Vowel units (CV), it is formed from the combination of a 

consonant unit with vowel (eg. /ka/=/k/+/a/ and /gi/=/g/+/i/). In this set we 

can expect at the most 540 elements. 
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In short, Malayalam language consists 15 Vowels, 36 Consonants, Conjunct 

Consonants, 5 ―Chillukal‖ and Symbols for representing Consonant Vowel. 

2.5 Different Terms and definitions related to the study. 

Following are the terms and definitions that we are use in developing the 

software [42]. 

Letter:  

Letters are the basic phonetic building blocks of a language. Along 

with the sound it has one or more graphical forms also.  

Literal:  

Literal is a sequence of letters which has a single fused graphical 

form when written either independently or combined with any other 

letters (ex: `n', `nn' and `yu'). Usually it includes all letters and all 

conjunct forms consisting of two or more letters. Literals representing 

the letters are called base literals and those representing the conjunct 

forms are called derived literals. Size of a literal is the number of 

characters being used to represent that literal in the given 

transliteration scheme. |x| operator denotes the size of the literal x 

with respect to that scheme. A literal can also be classified as vocal or 

consonantal depending on whether it can be pronounced 

independently or not.  

Concept of literals is closely linked to fonts or some code for 

information interchange in general. Whether a character sequence has 

k ke kf kr kg kt 

k= xk sk xke ske 

kq kb k% 

Some examples of 

consonant vowel units 
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a single fused graphical form or not, can be decided only by 

analyzing that code.  

Glyph:  

 Glyph refers to the graphical form of a literal. 

 

Text:  

It refers to the sequence of characters representing transliterated 

Malayalam. It can also be interpreted as a sequence of literals and 

symbols represented by that character stream.  

Script:  

Script is a sequence of glyphs denoting a text.  

Conjunct:  

It is a sequence of literals such that all the literals other than the last 

are consonantal literals. Last literal can be either vocal or 

consonantal. (eg: In the conjunct `sva', `s' is the first literal, `v' is the 

second and `a' is the third. More over, `svar' is not a conjunct because 

the vocal literal `a' does not come as the last literal.)  

Context:  

Context of a literal refers to its neighbourhood in a text. There are two 

different contexts for a literal. One is the lexical context and other is 

the phonetical context. By default context means phonetical context.  

Different Glyphs of a Literal: 

 A literal assumes different glyphs depending on its context. They 

 are classified as following:  

Independent glyph  
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A vocal literal assumes independent glyph in null context. (eg: 

graphical form to represent a single `o' sound). Any consonant literal 

X assumes independent glyph in the conjunct X + `a'. (eg: graphical 

form of `ka')  

Sign glyph or Partial glyph  

It is a Graphical form of the literal when it appears last in a two literal 

conjunct. (eg: graphical form of `o' in `ko'; form of `ya' in `kya' and 

form of `na' in `sna'). It can have two parts which come on left and 

right of the independent glyph of the first literal. They are called "left 

sign glyph" and "right sign glyph" respectively. (eg: in `ko', `o' has 

both sign glyphs. In `kya', `y' has only right sign glyph and in `kra', `r' 

has only left sign glyph). Moreover, all the vocal literals except `a' 

have sign glyphs.  

Chillu glyph  

 

Only `N', `n', `m', `r', `l', `L' and `rr' have single fused glyph in null 

context. Those glyphs are called chillu glyphs. (In old orthography `k' 

and `y' also had chillu glyphs. 

Transliteration:  

It is the representation of the glyphs of a source script by the glyphs 

of a target script. In our description, source script is Malayalam and 

target script is English.  

Backward transliteration:  

It is the process whereby the glyphs of a target script are transliterated 

into those of the source script (English to Malayalam). 

2.6 Hepburn Romanization Representation 
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Romanization is a system [10, 20, and 43] used to write a language with the 

Roman alphabets. The earliest Japanese Romanization system was based on 

the orthography of Portuguese. It was developed around 1548 by a Japanese 

Catholic named Yajiro. The systems used today all developed in the latter 

half of the 19th century. 

 

The first system to be developed was the Hepburn system, developed by 

James Curtis Hepburn for his dictionary of Japanese words and intended for 

foreigners to use. There are a number of different Romanization systems in 

use: the three main ones are Hepburn, Kunrei-shiki (ISO 3602), and Nihon-

shiki ( ISO 3602 Strict). Hepburn (long-vowel omitted) is the most widely 

used. Modified Hepburn, which uses a macron to indicate some long vowels 

and an apostrophe to note the separation of easily confused syllables, is 

widely used in Japan and among foreign students and academics.  

 

The Hepburn Romanization system was devised by an American missionary 

doctor in the 1860s to transcribe the sounds of the Japanese language into the 

Roman alphabet (in Japanese, ―Romaji"). It is widely used today both in the 

English-speaking world and in Japan, where many younger people are most 

familiar with the Roman alphabet through the study of English and thus find 

its spelling conventions more comfortable than the official Monbusho 

Romanization standard. Hepburn generally follows English phonology and 

so gives the best indication to Anglophones of how a word is pronounced in 

Japanese. It was standardized as American National Standard System for the 

Romanization of Japanese, but this status was abolished on October 6, 1994.   

 

 

 

 

 

http://wapedia.mobi/en/Orthography_of_Portuguese
http://wapedia.mobi/en/Japanese_people
http://wapedia.mobi/en/Roman_Catholic
http://wapedia.mobi/en/James_Curtis_Hepburn
http://www.masterliness.com/a/Hepburn.htm
http://www.masterliness.com/a/Kunrei.shiki.htm
http://www.masterliness.com/a/ISO.3602.htm
http://www.masterliness.com/a/Nihon.shiki.htm
http://www.masterliness.com/a/Nihon.shiki.htm
http://www.masterliness.com/a/ISO.3602.Strict.htm
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METHODOLOGY 

This chapter deals with details of the procedures adopted for the study. The 

chapter is divided into the following sections: overview of the project, 

Creation of the database, steps for Forward Transliteration, steps for 

Backward Transliteration and Parsing Stream of Characters into Literals and 

algorithms for developing the dicode (both forward and backward).   

 

We discuss all the existing terminology and important techniques we adopt to 

develop the software and Algorithm.  

3.1 Overview of the Project 

The Project has been developed using MS Access as Back-End and Visual 

C++ 6.0 as Front-End. Microsoft Visual C++ has always been one of the 

most comprehensive and sophisticated software developments available. 

Visual C++ is known for its outstanding flexibility. You literally do anything 

with it without contorting your code into a mass of spaghetti. Microsoft 

Access is an application used to create small and midsize computer desktop 

databases for the Microsoft Windows family of operating systems. In this 

project, the Open Database Connectivity (ODBC) is used to connect Visual 

C++ Program to access data from the database. ODBC is one of the database 

interface technologies that Microsoft has introduced. The project uses the 

Akruthi Malayalam Multifont Engine –Licensed to Malayalam Software 

tools MCIT 1.0.0.8  presented by Ministry of Communications and 

Information Technology, Government of India for Malayalam Unicode 

compliant open type fonts for source language Malayalam. 

 

This project takes text input in Malayalam alphabets and produces output in 

English for forward transliteration. But in the backward transliteration the 

source language is English and target language is Malayalam. When you 

transliterated in to the Roman alphabet, the process is called Romanization. 

First the source language is converted in to its Hepburn Romanization 
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representation, which is the common platform and searching for pattern in 

HRR dictionary, transliteration techniques ranged from simple mapping 

routines and context based searches and parsing. After converting source 

language to HRR and then converted in to the destination language. Here 

takes place a detailed study in different languages and which characters 

corresponded to which consonants and vowels, and how different 

combinations of them yielded different pronunciations. This information was 

intended for transliteration.  

The design process involves, 

1. Creation of  dictionary for Malayalam 

2. Creation of  HRR dictionary for Malayalam 

3. Creation of  the dictionary for English 

4. Creation of  HRR dictionary for Malayalam 

5. Various Steps in Forward and Backward Transliteration 

6. Developing Algorithms for Forward and Backward Transliteration 

 3.2 Creation of the Database 

 The major steps involved in the Database design are 

1.  Creation of  dictionary for Malayalam 

2. Creation of  HRR dictionary for Malayalam 

3. Creation of  the dictionary for English 

4. Creation of  HRR dictionary for Malayalam 

 Using Table 2.4.1 to 2.4.8, the Investigator designed to establish the Malayalam 

dictionary which consists of all combinations of alphabets. After development of 

this dictionary the investigator developed the HRR dictionary for Malayalam. 

HRR dictionary contains all corresponding representation of Malayalam 

Phonetic unit. In Malayalam language, each character has its own phonemes. 

Phonemes are the smallest units of the sound system of a language. So the 

conversion from Malayalam to Romanization is very simple. Romanization is 

based on standard language pronunciation.  
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Usually phonetic units are classified as vowels and consonants. In addition of 

vowels and consonants Malayalam language contains ―Chillukal‖ and conjunct 

consonants. ―Chandrakkala‖ is used to connect consonant + vowel (for 

consonant vowel unit) and consonant + consonant + vowel (for conjunct 

consonants). In this project, translation to Romanization is based on English 

pronunciation. Malayalam pronunciation always has either one the following 

structures. 

 a vowel 

 a consonant 

 a consonant + a vowel 

 a consonant + a consonant + a vowel 

 ―chillukal‖ 

The following tables 3.2.1 to 3.2.5 contain Malayalam alphabets and 

corresponding Romanization representation. 

Table 3.2.1: Vowel and its HR Representation 

 

 

                     

 

 

 

 

 

 

 

 

 

 

 

Table 3.2.2: Consonants and its HR representation 

Vowel HR rep 

aD a 
E A 
F i 
Fq I 
G u 
Gq U 
+ Ru 
X e 
S E 
xX ai 
Z o 
Ze O 
Zq au 
Db aM 
 D% aH 
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kd K Kd K id g Id G *d ~g 
Vd C Wd C pd j Pd J _d ~j 
Bd T "d Th [d D {d Dh Cd N 
ld T Ld th od d Od Dh vd n 
hd P Hd P yd b Yd B cd m 
 

Qd Y jd r ud l Jd v 
Md S Td Sh md s nd h 
Ud L }d zh Nd R - - 

                                  

 Table 3.2.3: Chillukal and its HR representation 

 

                

 

 

 

 

                       

Table 3.2.4: Consonant + Vowel unit 

 

 

 

 

 

 

 

 

 

 

 

 

 

Mal HRR 
Ì N^ 
Å n^ 
& r^ 
À l^ 
Ï L^ 

Vowel HRR of V  Consonant+ 

Vowel 

HRR of 

CV 
aD a k ka 
E A ke kA 
F i kf ki 
Fq I kr kI 
G u kg ku 
Gq U kt kU 
+ Ru k= kRu 
X e xk ke 
S E sk kE 
xX ai xk kai 
Z o xke ko 
Ze O ske kO 
Zq au kq kau 
Db aM kb kaM 
 D% aH k% kaH 
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The combination of vowel unit with consonant units gives the consonant 

vowel units but which are not connected with ―chandrakkala‖, instead of that 

some special symbols are used. This table representing a consonant unit kd 

with all combinations of vowel units. 

 

Table 3.2.5 contains some examples for conjunct consonant. 

Two consonant units are combined to form conjunct consonant. The 

conjunction of two consonant units can be done with the help of a special 

symbol called ―chandrakkala‖   (  d ).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Let the word ‗Dvgktub‘ and corresponding Romanization representation is  

‗anukUlaM‘. 

According to the above tables of representation of Romanization of 

Malayalam letters, 

‗D‘ is converted to ‗a‘ 

vg -----> nu, 

kt -----> kU and 

ub ----->laM 

Malayalam 

conjunct 

consonant 

HRR Division of 

conjunct 

consonant 
Ê kka kd+k 

Û tta ld+l 

Î nna vd+v 

Â mma cd+c 

» LLa Ud+U 

´ tsa ld +m 

è ntha vd +L 

æ tBa ld +Y 

Í ndha vd +O 

¾ ttha l d+L 

û hna nd +v 

Þ kta kd +l 

¬ bba yd +y 

Ã cca V d+V 
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From these Malayalam and corresponding HRR dictionaries the investigator 

developed the Destination language dictionary for all combinations of 

Malayalam glyphs. For Backward transliteration developed a HRR dictionary 

for destination language, English. 

3.3 Steps in Forward and Backward Transliteration 

This project consists of four files; 

 

1. Malayalam file: contains Malayalam words 

2. MalHrr: contains HRR of Malayalam alphabets. 

3. English file:contains english words equivalent to Malayalam      

    words 

4. EngHrr: contains HRR of English alphabets. 

3.3.1 Steps for forward Transliteration  

 

Forward transliteration has 5 steps.  

1. Assign Malayalam words in to a String array named Mal []. 

2. Get the length of the array using the function Mal.Getlength(); 

3. Set the type of the letters in the database. 

CONSONANT=0; 

VOWELS=1; 

SYMBOLS=2 

CHILLUKAL=3 

OTHERS=4 

4. Isolate Malayalam words in to groups of phonetic units. 

5. Find the HRR (Hepburn Romanization System) of or glyphs of 

Malayalam phonetic units. 

6. Find the English (destination language) phonetic units equivalent to 

HRR of Malayalam. 
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Fig 3.3.1.1 Architecture of the forward transliteration 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

Malayalam to HRR 

mapping rules 

(Dictionary) 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3.2 Steps for Backward Transliteration  

 

1. Assign English words in to a String array named Eng[]. 

2. Get the length of the array using the function Eng.Getlength(). 

3. Set the type of the letters in the database. 

CONSONANT=0; 

VOWELS=1; 

4. Parsing the character stream of transliterated Malayalam text into 

sequence of literals 

Electronic document in 

Malayalam 

Malayalam Words 

Malayalam Phonetic 

unit 

Hepburn Romanization 

Representation System 

HRR to Destination 

Language mapping 

rules (Dictionary) 

Destination language 

English 
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5. Generating the glyph or find the HRR of sequence corresponding to 

sequence of literals 

6. Find the Malayalam (destination language) phonetic unit equivalent 

to HRR of English. 

Fig 3.3.2.1 Architecture of the backward transliteration 

 

Electronic document in 

English 

 

 

English Words 

 

 

 

Phonetic unit  

  

 

 

 

 

Hepburn Romanization 

Representation System 

 

 

 

 

Destination language 

Malayalam 

3.4 Parsing Stream of Characters into Literals 

Reverse transliteration has mainly two steps. Parsing the character stream of 

transliterated Malayalam text into sequence of literals and then generating the 

glyph sequence corresponding to the sequence of literals by looking at the 

context of each literal. 

In the model we use, sequence of one or more characters represent each 

Malayalam letter. Hence there arises the problem of splitting the character 

stream representing Malayalam text into corresponding literals. For example, 

English to HRR 

mapping rules 

(Dictionary) 

HRR to Destination 

Language mapping 

rules (Dictionary) 
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if the stream is `thn', we can view it as `t' + `hn' or `th' + `n' or `t'+`h'+`n' or 

`thn'. We have to choose correct one from these different options. The 

generalised rule is as follows:  

Let the character stream S be a1 + a2 + ... + an where ai (1 <= i <= n) is a 

character.We can consider the non-trivial case where S can be split in two 

ways as S1 = x1 + x2 + ... + xp and S2 = y1 + y2 +...+ yq such that x1 != y1 and 

xp != yq where xi(1<=i<=p) and yi(1<=i<=q) are character sequences 

representing single literals. Without loss of generality S1 will be chosen if 

either of the following conditions is true:  

1. p = 1 and q > 1  

2. p > 1 and q > 1 and xp and yq are base literals and | xp | > | yq |  

Next step is to generate the glyph sequence from the sequence of literals 

obtained. 
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EXPERIMENTS AND RESULTS 

4.1 Algorithms for Forward and Backward transliteration 

The investigator developed an algorithm for forward and backward 

transliteration, which is listed below. The algorithm for forward 

transliteration consists of mainly three steps. They are algorithm for isolating 

Malayalam words in to group of phonetic units, algorithms for Malayalam to 

HRR and algorithm for HRR to Destination Language English. The 

algorithm developed for backward transliteration consists of three steps 

namely; algorithm for Parsing Stream of Characters into Literals, algorithm 

for English to HRR and algorithm for HRR to Destination Language 

Malayalam. 

4.1.1 Algorithms for Forward Transliteration 

I. Algorithm for isolating Malayalam words in to group of phonetic 

units. 

1. Start. 

2. len=Mal.Getlength(); 

3. Cstring h, i=0; 

4.  Repeat through step6 until(i<len) 

5.  i=i+1 

6. Return the type of the letters in the array Mal[] using 

getType(Mal[i]). 

7. if  Mal[i]=VOWEL 

  h=firstVowel(); 

else if Mal[i]=SYMBOL 

  h=firstSymbol(); 

 else if Mal[i]= CONSONANT 

  h=firstConsonant(); 

 else if Mal[i]=CHILLUKAL 

  h=findHrr(mal[i]); 
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 else Mal[i]=OTHERS && Mal[i]!= ‗  d ‗  

h=Mal[i] 

8. Stop. 

II. Algorithms for Malayalam to HRR 

 

II.1 Algorithm for Mal[i] is a  vowel 

1. Start. 

2. if Mal[i]=VOWEL && Mal[i+1]=  b, %, q, e then  

    return  HRR(VOWEL+SYMBOL); 

 else return HRR( VOWEL); 

3. Stop. 

II.2 Algorithm for Mal[i] is a symbol 

 

1. Start. 

2. if Mal[i]=  x, s, ^    && Mal[i+1]= CONSONANT 

return HRR( SYMBOL+ CONSONANT); 

else if  if Mal[i]=  x, s && Mal[i+1]= x, ^  && 

Mal[i+2]= CONSONANT 

return HRR(SYMBOL+ SYMBOL+CONSONANT); 

else if  Mal[i]=  x, s && Mal[i+1]= CONSONANT && 

Mal[i+2]= e, R, A 

return HRR(SYMBOL+ CONSONANT+ SYMBOL); 

 else if  Mal[i]=  x, s && Mal[i+1]= x, ^   && Mal[i+2]=  

CONSONANT && Mal[i+3]= e, R, A 

return HRR(SYMBOL+ SYMBOL +CONSONANT+ 

SYMBOL); 
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  else if  Mal[i]=  x, s && Mal[i+1]= CONSONANT && 

Mal[i+2]=  R, A && Mal[i+3]= e 

SYMBOL + 

return HRR(SYMBOL+ CONSONANT+ SYMBOL+ 

SYMBOL) ; 

  else return HRR(SYMBOL+ SYMBOL+ SYMBOL+ 

CONSONANT); 

3. Stop. 

II.3 Algorithm  for Mal[i] is a Consonant 

 

1. Start 

2.  if Mal[i]= CONSONANT && Mal[i+1]= SYMBOL && 

Mal[i+2]= SYMBOL 

return HRR(CONSONANT+ SYMBOL+ SYMBOL) ; 

else if Mal[i]= CONSONANT && Mal[i+1]= SYMBOL 

return HRR(CONSONANT+ SYMBOL) ; 

else return HRR( CONSONANT)+ ‗a‘ ; 

2 Stop. 

II.4 Algorithm  for Mal[i] is a Chillukal 

1. Start 

2.  if Mal[i]= CHILLUKAL 

return HRR(CHILLUKAL); 

     3. Stop. 

II.5 Algorithm for Mal[i] is Others 

1. Start 

2.  if Mal[i]= OTHERS && Mal[i]!= ‗  d ‗  

return Mal[i]; 

3. Stop. 

III Algorithm for HRR to Destination Language English 

 

1. Start 
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2.  len= hrr[i].Getlength(); 

3. Repeat through step4 until (i=VOWEL) 

4.            if MalHrr [i]=  Eng[i] 

              return Eng[i];  

5.  Stop 

4.1.2 Algorithms for Backward Transliteration 

I. Algorithm for Parsing Stream of Characters into Literals 

1. Start. 

2. len=Eng.Getlength(); 

3. Cstring h, i=0; 

4.  Repeat through step6 until ((i==VOWEL|| i == (len - 1)) 

5.  i=i+1 

6. Return the type of the letters in the array Eng [] using 

getType(Eng[i]). 

7. if Eng[i]=VOWEL 

  h=findVowelHrr(); 

else if Eng[i]=CONSONANT 

  h=findConsonantHrr(); 

8.  Stop. 

II. Algorithm for English to HRR 

II.1 Algorithm for HRR of Vowel 

1. Start 

2. if Eng[i]= Eng.CompareNoCase(vowel) == 0 && getType == 

1) 

  return EngHrr[i]; 

3. Stop 

II.2 Algorithm for HRR of Consonant 

1. Start 
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2. if Eng[i]= Eng.CompareNoCase(Consonant) == 0 && getType 

== 0) 

  return EngHrr[i]; 

3. Stop 

III Algorithm for HRR to Destination Language Malayalam  

 

1. Start 

2.  len= EngHrr[i].Getlength(); 

3. if EngHrr[i]=Mal[i] 

return Mal[i];  

5. Stop. 

4.2 Analysis of the result 

In this paper, for forward transliteration, we segment a Malayalam word into 

glyphs and then converted in to HRR of Malayalam based on the English 

transliteration of the Malayalam word. Then map these HRR to the 

corresponding English equivalent from the English dictionary. For backward 

transliteration, we segment an English word into glyphs and then converted 

in to HRR of English based on the Malayalam transliteration of the English 

world. Then map these HRR to the corresponding Malayalam equivalent 

from the Malayalam dictionary. These mappings are illustrated in Figure 

4.2.1 and Figure 4.2.2. 

 

D   vg   kt    ub 

aaa   nu    kU    laM 

a   nu   koo    lam 

^h       Je      mf 

pra      vA       Si 

pra      vaa        si 

ct       uR    VRg       lf 

mU      lya   cyu      ti 

moo     lya   chyu   thi 
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      Figure  4.2.1 Forward Transliteration 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4.2.2 Backward Transliteration 

 

In order to evaluate the performance of transliteration results, we define the 

Precision of transliteration as in Equation (4.2.1).  

 

Precision=   #Correct Transliterated Words          100%        (4.2.1)                                

                                  # All Words 

h         kA         l 

pa       kwa        ta 

pa       kwa       tha 

J        u      Qg       k 

va        la        yu         ka 

va        la          yu       ka 

a   nu   koo   la     m 

a   nu    kU    la    aM 

D   vg    kt    u     b 

pra      vaa        si 

pra        vA         Si 

^h          Je        mf 

moo    lya   chyu     thi 

mU     lya    cyu       ti 

ct        uR      VRg     lf 

pa         kwa          tha 

pa           kwa          ta 

h            kA           l 

va        la      yu         ka 

va        la       yu        ka 

J         u      Qg       k 
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Where, # All Words is the total number of words in the test set (500 pairs), 

and #Correct Transliterated words is the number of the correct transliterated 

words occurring in the top n candidates. We choose top 1, 10, 50, 100, 200, 

and 500 as the evaluation points. 

Investigator has taken interest in analyzing of the precession test of equation 

4.2.1 using graphs. In this analysis the total number of words in the test set 

has been taken as 500 pairs and the Correct Transliterated words as  the 

number of the correct transliterated words occurring in the top n candidates 

and   1, 10, 50, 100, 200, and 500 as the evaluation points. 
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The study reveals that   satisfactory results Precision = 79.6%, in forward 

transliteration and Precision =70%, in backward transliteration could be 

reached when chosen more candidates (n = 500). Also we can re-score the 

top candidates with other clues, to find the best transliterated word from the 

top n candidates with higher efficiency. Experiments also show that our 
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transliteration process is robust when the noise is produced in the forward 

and backward transliteration.   

Investigator strongly feel that a better algorithm can thought for further 

investigation as in the developed algorithm and method one may face some 

problems in the conversion process of certain words from English to 

Malayalam. For example, consider the forward transliteration, from 

Malayalam to English, the word ‗k=lf‘ is converted to ‗kruthi‘, whereas, in 

backward transliteration, from English to Malayalam, the word ‗kruthi‘ is 

converted to ‗^kglf‘. Such problems the investigator leaves for further scope 

for research. 
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CONCLUSION AND SCOPE 
 

 

 

The investigator proposed and developed a model for forward and backward 

transliteration; transliterate glyphs from Malayalam to English and English to 

Malayalam. We use Hepburn Romanization Representation system as the 

basic platform in this model. Because of the similarities between phonetic 

units among Indian languages, the method proposed in this work can be 

enhanced for transliteration between any Indian language and English. 

Promising results of our experiments suggest our method will be helpful to 

several applications, such as MT, CLIR, IE, etc. There is scope for further 

research to include more sophisticated transliteration model allowing 

insertion and deletion, and thereby establishing a more powerful language 

model with larger context and better smoothing. Also more research on the 

noise robustness and analyzing the performance of the developed algorithm 

under various training set and test set are left for further investigation. 

Investigator hopes and expects that the algorithm and the method developed 

in the thesis may help the society, especially in government and non-

government offices in the near future for transliteration of one language to 

another.  
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